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Abstract

Precise and accurate measurements of isotopologue distributions (IDs) in biological molecules are needed for determination of isotope
effects, quantitation by isotope dilution, and quantification of isotope tracers employed in both metabolic and biophysical studies.While
single ion monitoring (SIM) yields significantly greater sensitivity and signal/noise than profile-mode acquisitions, we show that small
changes in the SIM window width and/or center can alter experimentally determined isotope ratios by up to 5%, resulting in significant
inaccuracies. This inaccuracy is attributed to mass granularity, the differential distribution of digital data points across the m/z ranges
sampled by SIM. Acquiring data in the profile mode and fitting the data to an equation describing a series of equally spaced and iden-
tically shaped peaks eliminates the inaccuracies associated with mass granularity with minimal loss of precision. Additionally a method
of using the complete ID profile data that inherently corrects for ‘‘spillover’’ and for the natural-abundance ID has been used to deter-
mine 18O/16O ratios for 5 0,3 0-guanosine bis-[18O1]phosphate and TM[18O1]P with precisions of �0.005. The analysis protocol is also
applied to quadrupole time-of-flight tandem mass spectrometry using [2-18O]arabinouridine and 3 0-UM[18O1]P which enhances sig-
nal/noise and minimizes concerns for background contamination.
� 2007 Elsevier Inc. All rights reserved.
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Heavy atom isotope effects generated by substituting
13C, 15N, or 18O are important tools for probing the mech-
anisms and transition states of chemical reactions [1],
including enzyme-catalyzed reactions [2–7]. Because the
observed effects for isotopic substitution of heavy atoms
are extremely small, typically a few percent, they cannot
be determined by direct comparison of experimentally
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determined rate constants. Instead, heavy atom isotope
effects are generally measured by internal competition
methods that compare the isotopic composition of the
reactant and the product [3,8]. These measurements require
the ability to determine isotope ratios with precisions better
than 1%. Such performance is typically achieved using
isotope ratio mass spectrometry (IRMS)2 or dual-label
2 Abbreviations used: IRMS, isotope ratio mass spectrometry; ESI,
electrospray ionization; ID, isotopologue distribution; IIC, isotopologue
ion cluster; MALDI, matrix-assisted laser desorption ionization; QMS,
quadrupole mass spectrometry; SIM, selected ion monitoring; TOF, time-
of-flight.
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scintillation counting of radioactive isotopes [3,9]. While
these methods have proven useful, both possess inherent
limitations that restrict their application. IRMS can ana-
lyze only small, nonpolar gasses such as CO2, N2, and
H2; thus, this technique can be used only when the atom
of interest can be quantitatively converted to one of these
gasses. Scintillation counting requires substantial double-
labeling schemes involving specific isotopic pairs (usually
3H and 14C, although others can be used [10]), again limit-
ing the molecules that can be analyzed.

One alternative to these methods is whole molecule mass
spectrometry, a technique that was used as early as the
1970s for isotope ratio analysis of formyl-methyl ester
and ethanol by gas chromatography quadrupole mass spec-
trometry (QMS) [11,12]. Today, the development of gentler
ionization methods such as electrospray ionization (ESI)
and matrix-assisted laser desorption ionization (MALDI)
allow larger molecules to be analyzed. Coupled with
QMS, ESI makes possible the analysis of isotope ratios
for numerous biologically relevant organic molecules with
molecular masses in excess of 500 Da [13–16]. However,
several design features prevent QMS from achieving the
precision and accuracy obtained by IRMS. The sources
of error in the ESI–QMS isotope ratio measurements
include noise (from both the ion source and the detector),
background, intensity fluctuations, and the inability to cap-
ture the entire ion current arising from individual isotopo-
logues.3 Some of these effects can be minimized by working
with isotope ratios near unity, utilizing background sub-
traction and/or injecting analyte by continuous direct
infusion.

To enhance sensitivity, with concomitant improvements
in signal/noise and precision, isotope ratio QMS studies
often use single ion monitoring (SIM) to maximize the
amount of time that the QMS acquires data with the great-
est intensity from the isotopologue peaks of interest. With
singly charged ions, the peaks of an isotopologue ion clus-
ter (IIC) are separated by integral increments in m/z. While
SIM acquisitions maximize the sensitivity of detection, the
studies presented herein demonstrate that this approach is
inherently problematic since current QMS instruments col-
lect data at digitally determined, discrete m/z values which
introduces a mass granularity. A result of this mass granu-
larity is that the separation between the discrete m/z values
that are analyzed does not permit the peaks arising from
individual isotopologues to be sampled at identical posi-
tions across the peak. This inherent feature of QMS can
compromise the accuracy of isotope ratios measured by
SIM [17]. In our studies, shifting the center of the m/z
range monitored in SIM analyses by as little as 0.01 could
3 Isotopologues are molecules that differ by the presence of different
isotopes resulting in an isotopologue ion cluster in mass spectra. The areas
of all of the isotopologue peaks comprise the isotopologue distribution
(ID). The area of the peak associated with each isotopologue is denoted
Mn, where n is the number of neutrons in excess of that present in the
monoisotopic mass ion, M0.
result in variations in the measured isotope ratio of up to
5%. These variations appear to result from differences in
the number of the digitized m/z data points averaged by
the SIM function for different peaks in the IIC as imple-
mented by the Finnigan Xcalibur software. We demon-
strate that this technical difficulty is alleviated by
acquiring data in the Profile-Scan mode and fitting the
resulting profile data to an equation that accurately
describes a series of identically shaped peaks that comprise
the IIC. The equation resulting from the fitting process is
analytically integrated to determine the relative areas of
each peak in the ID, which provides the necessary data
to calculate the isotope effect. While the precision obtained
by this method is slightly less than that which might be
obtained by IRMS, the protocol described here removes
a critical source of inaccuracy and yields isotope ratios of
sufficient precision for analysis of isotope effects as small
as 1.005. Importantly, the ability to analyze isotope ratios
in nucleotides will permit the application of heavy atom
isotope effect studies to enzymes involved in DNA and
RNA metabolism.

Time-of-flight mass analyzers, now routinely available
both as MALDI-TOF and as the mass analyzer for tandem
mass spectra in Q-TOF instruments, inherently generate
profile scan data so the procedure described is readily appli-
cable to time-of flight data. The peak fitting algorithm devel-
oped obviates the necessity of correcting for overlapping
peaks in the IIC. An additional benefit of the algorithm pre-
sented is that it fits the entire IIC of the labeled compound
with its enrichment as the sole variable, automatically
accounting for the natural-abundance contribution to the
ID based on the elemental composition of the analyte.

Materials and methods

5 0-Thymidine mono[nonbridging-18O1]phosphate

Samples of 18O-enriched thymidine monophosphate
(TMP) were prepared by hydrolysis of thymidine-5 0-p-
nitrophenyl phosphate (Sigma) in H2

18O (�50%) water
(Isotec) catalyzed by 0.3 M MgCl2, pH 9.1 (50 mM Tris–
HCl) [18]. Hydrolysis reactions were placed in flame-sealed
glass ampoules and incubated at 37 �C in a dry incubator
for 62 days.

5 0,3 0-Guanosine bis[5 0nonbridging-18O1]phosphate

Samples of 18O-enriched pGp were prepared enzymati-
cally by incubating pre-tRNAasp from Bacillus subtilis

(pre-tRNA) with Escherichia coli ribonuclease P (RNase
P) in H2

18O (�50%) water. RNase P reactions, 50 mM
4-morpholineethane sulfonic acid, pH 6, 1 M NaCl, and
25 mM MgCl2 were thermostatted at 37 �C [19]. RNAs
were synthesized by in vitro transcription essentially as
described [20]. RNAs were purified by denaturing poly-
acrylamide gel electrophoresis using gels containing 6%
acrylamide and 7 M urea (National Diagnostics). RNA
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was visualized by UV shadowing, excised from the gel, and
eluted into 0.3 M sodium acetate, 10 mM Tris–HCl (pH 8),
1 mM EDTA, and 0.1% SDS overnight. After hydrolysis
catalyzed by RNase P, the tRNA product with a single
18O incorporated into the scissile phosphate was purified
by gel electrophoresis prior to digestion overnight with 17
units of ribonuclease T2 in 50 mM NaOAc, pH 4.7, gener-
ating the unique [5 0-18O1]pGp.

[2-18O]Arabinouridine

[2-18O]Arabinouridine was generated by hydrolysis of
250 lmol of 2,2 0-anhydrouridine (Sigma) with 10 mM
sodium hydroxide in dimethylformamide for 5 h at 65 �C.
Arabinouridine was purified from unreacted anhydrouri-
dine by HPLC.

3 0-Uridine-[nonbridging-18O1]phosphate

To enrich one of the nonbridging oxygens of 3 0-UMP
with 18O, 2 0,3 0-cyclic UMP was hydrolyzed in base (pH
9.5) in H2

18O. The reaction was incubated overnight at
65 �C and the resultant 2 0-UM[nonbridging-18O]P and
3 0-UM[nonbridging -18O]P were resolved by HPLC.

HPLC purification of nucleosides and nucleotides

3 0-UM[18O1]P, 5 0-TM[18O1]P, and [5 0-18O1]pGp were
purified by HPLC (300 mm · 3.9 mm, 10 lm C18 packing)
eluted isocratically using 50 mM diisopropylethylamine
(Aldrich), 1% acetic acid in water (pH 4.3) as the mobile
phase. For [2-18O]uridine, samples were resolved by a gra-
dient of acetonitrile in 0.2 M ammonium acetate (5–20%
acetonitrile in 60 min). Appropriate fractions containing
either uridine, UMP, TMP, or pGp were collected. Sam-
ples were desalted using multiple rounds of lyophilization
and resuspension in water. Prior to mass spectrometric
analysis, TMP samples were resuspended in metha-
nol:water (50:50) to a concentration of �50 lM and pGp
samples were resuspended in methanol:water:acetic acid
(50:50:0.1) to a concentration of �100 lM.

Electrospray ionization quadrupole mass spectrometry

ESI–QMS measurements were performed using a Finn-
igan TSQ 7000 instrument controlled by Xcalibur software
in negative ion mode. Samples were injected by direct infu-
sion, with flow rate at 10 lL/min. The electron photomul-
tiplier voltage was 1440 V and the pcthresh signal cutoff
was set to 4000. Care was taken to ensure that at the
selected pcthresh cutoff, signal noise could be observed
even with the source voltage turned off to ensure linearity,
even at low signal intensities. The default value of pcthresh
was too large and preferentially reduced the intensity of
low-abundance peaks in the IIC. The capillary temperature
for the ion source was 250 �C. Unless specified, SIM acqui-
sitions were performed by entering a 0.1-m/z window,
which the Xcalibur software defaulted to the minimum
0.16 m/z, and a 0.1-s dwell time. Centers for SIM acquisi-
tions were varied as indicated and Results and discussion.
Narrow-range-profile SIM scans were acquired to charac-
terize the number of m/z settings used as a function of
SIM width and center. Scan acquisitions for pGp covered
a range of 439–449 m/z in one second with nominally 25
data points for each increment of 1 m/z. Scan acquisitions
for TMP covered 318–328 m/z in 1 s with nominally 250
points. Data for all acquisitions were averaged over >200
scans. For both types of acquisitions, blank acquisitions,
consisting of either methanol:water:acetic acid (50:50:0.1)
for pGp samples or methanol:water (50:50) for TMP sam-
ples, were subtracted from the sample acquisitions.

Time-of-flight mass spectrometry

The application of the analysis of isotope ratios by
analysis of IDs was extended to tandem-quadrupole time-
of-flight mass spectrometry by analysis of [2-18O]arabino-
uridine and UM[18O1]P with an Applied Biosystems
Q-STAR. All analyses were performed by direct infusion
of the nucleoside/nucleotide in 50% acetonitrile 1% formic
acid. To determine that the complete IIC is passed through
the quadrupole with no fractionation the collision energy
was set at 5 V, the mass window center was set in the mid-
dle of the IIC, and the low-resolution setting was increased
until the relative intensities of the cluster peaks became
invariant. The collision energy was then varied to optimize
the intensity of the product ion to be analyzed. A series
of tandem mass spectra of [2-18O]arabinouridine and
UM[18O1]P, �50 lM, were acquired with the 18O/16O ratio
varied by serial additions of 18O-labeled material. The
time-of-flight spectra were fit to a series of Gaussian peaks
as described below.

Nonlinear curve fitting

The relative areas of peaks in an identified IIC were
determined by nonlinear least squares analysis using Origin
software. For profile data acquired with different mass
spectrometers, the first task is to determine the peak shape.
Our data from time-of-flight mass spectrometers, including
both MALDI and ESI sources, yielded best fits to Gauss-
ian peak shapes. The individual isotopic peaks in the pro-
file data obtained by ESI–QMS were asymmetric leading
peaks typical of quadrupole mass filters [21] but were well
fit by an asymmetric double sigmoidal equation where the
different leading and lagging exponential decays were
accounted for by the terms w2 and w3, respectively, as
shown in Eq. (1).

y ¼ Bþ A
1

1þ e�ðx�xcþw1=2Þ=w2

� �
1� 1

1þ e�ðx�xc�w1=2Þ=w3

� �
: ð1Þ

All of the profile data points were included in the analysis.
Eq. (2) then describes the entire IIC of n peaks where Ai
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and xci represent the amplitude and center of the ith peak,
respectively,

y¼Bþ
Xn

i¼1

Ai
1

1þ e�ðx�xciþw1=2Þ=w2

� �
1� 1

1þe�ðx�xci�w1=2Þ=w3

� �
: ð2Þ

Constraining w1, w2, and w3 to be invariant results in
identically shaped peaks, while for Gaussian peaks only
the peak width needs to be invariant. The centers of the
individual peaks, xci, may be fixed at a constant interval
(typically 1.000 m/z for singly charged ions). These
assumptions are based on the premise that the features of
the mass separation that lead to peak broadening will be-
have identically for the molecules containing heavy iso-
topes.4 This simplification of the fitting procedure is
validated by the excellent fits obtained. The areas corre-
sponding to the individual sequential peaks of the IIC are
proportional to the amplitudes, Ai. Two advantages of this
procedure are that (1) peak overlaps are correctly ac-
counted for and (2) no peak truncation is required.

Simulated mass spectra

To investigate the required signal/noise and the effects of
mass granularity, simulated IDs were generated using
Excel. IDs were generated according to Eq. (3); noise was
added using the random number function ‘‘RAND(#)’’
whose values were scaled to obtain the desired S/N.

f ðxÞ¼
Xn

i¼1

Ai�peakshape functionð ÞþRANDð#Þf g: ð3Þ

When random error was introduced, each simulation was
run five times. When analyzing mass granularity, the data
points were separated by 0.039 m/z and distributed so that
a data point was positioned at the maximal y value for the
second isotopic peak.

Prediction of IDs

As described in the accompanying paper [22], the area of
each peak in the ID normalized to the area of the monoi-
sotopic mass peak, M0, can be calculated from the elemen-
tal composition of the analyte by Eq. (4),

Mn=M0 ¼ mn
1ð0:99Þn�1

Xn=2

i¼0

ðm2=m2
1Þ

i
=ðn� 2iÞ!i!;

m1 ¼
X

elements

exe1=xe0; m2 ¼
X

elements

exe2=xe0

ð4Þ

where Mn/M0 is the area of the peak in the ID that has n
neutrons in excess of the monoisotopic mass, normalized
to the M0, and m1 and m2 are determined by the number
4 It is recognized at higher mass resolutions that additional peak
broadening occurs in the ID due to the presence of multiple isotopologues
and the differences in mass associated with the substitution of 2H (1.006),
13C (1.003), 15N (0.997), and 18O (2.004). In this case w will increase with n

[48].
of atoms of each element present, e, and the natural abun-
dance of the elements containing 0, 1, and 2 additional neu-
trons, represented by the mol fractions xe0, xe1, and xe2,

respectively. When a sample enriched at a limited number
of sites is being analyzed, which is the case in isotope effect
studies, and when isotope-coded affinity tags are employed
in proteomics [23], the observed ID is a summation of the
natural-abundance IDs for the unlabeled compound and
each enriched peak whose contributions are weighted by
their ratio to the unlabeled mol fraction. In the experimen-
tal cases that we describe, each labeled compound contains
a single enriched 18O atom, so the prediction of the ID will
be a sum of the unlabeled and labeled IDs, with the labeled
ID weighted by the mol fraction ratio, X18/X16, as shown in
Eq. (5).

ðMn=M0Þpred¼ ðMn=M0Þunlableled

� �
þX 18=X 16 ðMn0=M0Þ18O1

n o

¼mn
1ð0:99Þn�1

Xn=2

i¼0

ðm2=m2
1Þ

i
=ðn�2iÞ!i!

þX 18=X 16 mn0

10 ð0:99Þn
0�1
Xn0=2

i¼0

ðm20=m2
10 Þ

i
=ðn0 �2iÞ!i!

( )
:

ð5Þ

To account for the mass offset introduced by the 18O-label,
n 0 = n � 2 (if n 0 < 0 then Mn0 ¼ 0) while m10 and m20 are cal-
culated with one less O atom. The experimentally sought
value, X18 / X16, is determined by minimizing the rms for
the predicted and experimental IDs as shown in Eq. (6).

rms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
n¼1½ðMn=M0Þpred � ðMn=M0Þexperimental�

2

n� 1

s
: ð6Þ

An Excel spreadsheet that performs the calculation of m1

and m2 and provides a nonlinear least squares fit of an
experimental ID to Eq. (6) to determine X18 / X16 is avail-
able online as Supplementary material (‘‘18O KIE calc from
ID.xls’’).

Results and discussion

ESI–QMS analysis of isotope ratios in nucleotides

A key limitation to mechanistic studies of heavy atom
isotope effects has been the requirement for the high preci-
sion afforded by IRMS which necessitates the conversion
of the atom of interest in the substrates and/or products
to CO2, N2, or H2. Advances in ESI–MS instrumentation
permit increasing precision in whole molecule measure-
ments of isotopic composition. In addition to numerous
biochemical applications, use of ESI–MS to monitor
isotope ratios now allows these instruments to be used
for the analysis of isotope effects of reactions involving
macromolecular substrates [16,18,24,25]. These studies
can be extended to numerous reactions in the metabolism
of DNA and RNA which involve the hydrolysis of



Fig. 1. Nonlinear curve fit of data from a scan acquisition of 18O-enriched
TMP. Data points represent the average intensity at each point for 262
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phosphodiester bonds if the IDs of nucleotides can be
determined with the requisite precision.

In these reactions hydrolysis results in incorporation of
a solvent water molecule into the reactive phosphate. Thus,
isotope effects on this reaction can in principle be measured
by comparison of the isotopic composition of the water
and the product. However, the nucleophilic oxygen is one
of four in the product phosphate, and additional oxygens
are present on the ribose and nucleobase of the associated
nucleoside. Thus, isolation of the nucleophilic oxygen for
IRMS analysis would be quite challenging indeed. How-
ever, whole molecule mass spectrometry of the resultant
nucleotide monophosphates (TMP and pGp) could be used
to determine these effects if the 18O/16O ratio can be mea-
sured with sufficient precision and accuracy. Pursuing these
studies led us to identify a significant problem associated
with the accuracy of SIM measurements of isotope ratios.
scans. Data were fit to Eq. (1) describing five peaks with the baseline set to
a value equal to the lowest observed intensity for the averaged scans. The
R2 for the fit was 0.9990.
Effect of mass granularity on observed isotope ratios

SIM acquisitions are routinely used to determine IDs by
QMS. However, in the course of analyzing the 18O content
of 18O-enriched 5 0,3 0-guanosine bis-phosphate by SIM,
large effects (up to 5%) on the measured relative intensities
of peaks corresponding to the M0 (442 m/z) and M2

(444 m/z) were observed in preliminary control analyses
which resulted from uniform small changes (±0.01 m/z)
for the centers of SIM values entered in the SIM table.
As shown in Table 1, when the SIM center was offset by
only 0.02 there was a >2% change in the measured
M2/M0 ratio.

The dependence of the isotope ratio on the chosen SIM
values was surprising because the observed peak shapes in
the M0 and M2 peaks are essentially identical as shown in
Fig. 1. Therefore, small changes in the peak center of the
same magnitude and direction were not anticipated to
result in significant disparities in the measured isotope
ratio. Additionally, the precision of the isotope ratio mea-
surements for two separate pGp samples were very good
when maintaining the same SIM table throughout the anal-
ysis, with standard deviations of 0.5% (Table 1S, supple-
mentary material). These two observations strongly
suggest that the differences in the measured M2/M0 ratios
Table 1
Changes in the relative intensities of M + 2 and M + 3 for 18O-enriched
pGp with 0.01 m/z shifts in SIM centers

SIM Center X

442 444 445
M0 M2/M0 M3/M0

Relative intensities

X.00 100 97.59 13.7
X.01 100 97.52 13.7
X.02 100 93.45 13.5
X.03 100 93.35 13.2
X.04 100 99.96 14.11
result not from a lack of precision in the measurements
but from an error in accuracy. This is a particularly perni-
cious problem, as on any given day a test of linearity with
isotope dilution may work very well, and in subsequent
days a shift in calibration of 0.02 m/z could alter the
observed ratios by as much as 5%, but the isotope dilution
curves determined separately each day would both be
linear.

Most commercial quadrupole mass analyzers separate
ions into discrete digital m/z values. For the Finnigan
TSQ 7000, 65,535 (216-1) digital values exist for an m/z
range of about 2600. Thus, the difference between sequen-
tial m/z settings is approximately 0.0397. This mass granu-
larity can influence the measured peak intensity ratios. A
simulation of the calculated intensities that would be
observed for two sequential isotopic peaks with a theoret-
ical ratio of 1.000 and each data point separated by
0.0397 m/z highlights the problems introduced by mass
granularity as shown in Fig. 2. The simulation demon-
strates that a significant inaccuracy would be introduced
if the isotope ratio were determined only by the ratio of
the maximum intensity data points (i.e., 0.998/
0.982 „ 1.000). Note also that the distribution of data
points around the lower mass peak differs from that about
the higher mass peak and is asymmetrical. This difference
in data point distribution makes it impossible to define a
set peak width for summation that will produce an accurate
isotope ratio. A SIM width of 0.16 m/z, corresponding to
the minimum allowed by Xcalibur software, would contain
either four or five data points. Fig. 2 illustrates that this can
result in substantially inaccurate relative areas (0.912 vs
0.864). Additionally, this simulation indicates that a 0.02-
m/z shift in the SIM center would alter the m/z settings
included in the SIM data acquisition (circled points in
Fig. 2). The change in data points included in the SIM
average again alters the calculated M2/M0 ratio. These



Fig. 2. Simulated distribution of the digital data points for two Gaussian
peaks separated by 2 on the m/z axis. To mimic the TSQ data acquisition
parameters, the simulated data points (+, ·) are separated by 0.039 m/z
and represent what would be perfect data obtained from two consecutive
Gaussian peaks with peak centers at 321.000 and 323.000. The peak
amplitudes are both 1.000, and peak widths at half-maximal values are
0.23. The three sources of inaccuracy introduced by mass granularity are
highlighted. (1) The individual data points with maximum intensity miss
the peak of the Gaussian by different amounts, so that the calculated
isotope ratio would be in error by 1.6%. (2) The number of data points
included in a SIM experiment with a width of 0.16 m/z can be different as
highlighted by the boldface data points resulting in the averaged values of
0.912 and 0.864 which correspond to an inaccuracy of the calculated
isotope ratio of 6%. (3) Shifting the centers of the SIM acquisition each by
0.02 m/z results in a change in the data points that are included, a gain of
the circled point in M0 and the loss of the circled point in M2, which alters
the averages of the included data points to 0.854 and 0.884 as indicated.
Integrating the areas of the two Gaussian peaks generates an accurate area
ratio of 1.000.
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effects of mass granularity on the accuracy of the isotope
ratios are exacerbated by increased resolution, so these
simulated effects may be greater than those in our experi-
mental results. Nonetheless, differences in measured iso-
tope ratios resulting from small shifts in the center of the
SIM measurements, and the consequent potential for inac-
curacies, should be anticipated.

To more closely assess the two potential errors intro-
duced by mass granularity, SIM data were acquired in
profile mode allowing access to all of the data points
acquired in contrast to centroid collection providing only
an average of the data points. Data were acquired for
TM[18O]P, m/z = 321 and 323). Like the results for pGp,
Table 2
Output m/z ranges for a SIM table input for consecutive input SIM centers a

SIM Center X

319 321 322

X.00 318.93–319.08 320.95–321.11 321.92–322.08
X.01 318.93–319.08 320.95–321.11 321.96–322.12
X.02 318.97–319.12 320.95–321.11 321.96–322.12
X.03 318.97–319.12 320.95–321.11 321.96–322.12
X.04 318.97–319.12 320.99–321.15 321.96–322.12
these samples displayed significant changes in the mea-
sured M2/M0 ratio with small changes in the SIM center
(data not shown). The m/z ranges reported in the SIM pro-
file mode provided clear evidence of the m/z settings aver-
aged to obtain the reported intensity for each peak (Table
2). A plot of intensity against m/z obtained from the SIM-
profile mode acquisition with a nominal 0.1 SIM width
displays several distinct regions of relatively stable inten-
sity with abrupt changes as indicated by arrows in
Fig. 3. We attribute the abrupt changes in intensity to
changes in the m/z data points associated with the SIM
center, as suggested in Fig. 2. Examination of the tabular
profile data indicated that the actual SIM widths always
defaulted to a minimum of 0.16 m/z. This result was
important because it demonstrated that each SIM acquisi-
tion (even in profile mode) required data acquisition at
four or five separate m/z settings whose values were aver-
aged and which points were included in the average could
vary when the selected SIM center was translated by as lit-
tle as 0.01 m/z.

Examination of the m/z ranges for each SIM peak
revealed an additional concern for the determination of
isotope ratios by SIM as the ranges differed for SIM peaks
with centers separated by 2.000 m/z by 0.02 (Table 2). The
m/z range shifts after every 0.04 increment of the SIM cen-
ter. This increment coupled with the 0.02 offset results in
significant changes in the M2/M0 ratio occurring with every
0.02-m/z change in the SIM centers, as one of the SIM
ranges is changed. For example, from Table 2, analyzing
the ratio of intensities at m/z = 323 and m/z = 321, mea-
sured results with the SIM center at X.00 and X.01 (where
X is either 321 or 323) should produce very similar results
because the same m/z ranges are analyzed for both peaks.
However, once the SIM center is changed to X.02, the m/
z range analyzed for the 323 peak has been shifted
0.04 m/z, whereas the m/z range for the 321 peak remains
unchanged. This change in included data points will cause
a significant change in the measured 323 peak intensity
while the measured 321 peak intensity necessarily remains
constant, thus resulting in a significant change in the mea-
sured 323/321 (i.e., M2/M0) ratio. Continuing to increment
the SIM center, the m/z ranges for both peaks remain con-
stant when the SIM centers are increased from X.02 to
X.03 but, when increased to X.04, the m/z range now shifts
only for the 321 peak, causing a second significant change
in the observed M2/M0 ratio.
nd 0.10-m/z SIM windows

323 324 325 326

322.93–323.09 323.94–324.10 324.95–325.11 325.92–326.08
322.93–323.09 323.94–324.10 324.95–325.11 325.96–326.12
322.97–323.13 323.94–324.10 324.95–325.11 325.96–326.12
322.97–323.13 323.98–324.14 324.95–325.11 325.96–326.12
322.97–323.13 323.98–324.14 324.99–325.15 325.96–326.12



Fig. 3. SIM profile data collected from 18O-enriched TMP samples.
SIM acquisitions centered at 3XX.10 m/z and 0.16 m/z width
acquired in the SIM-profile mode are shown. On the m/z axis each
small division is 0.02. The SIM-profile mode varies the SIM center
and records the average intensity of the data points within the SIM
width. As the SIM center m/z increases, different digital settings are
used in the average. Arrows indicate abrupt changes in signal
intensity over narrow m/z ranges, which are attributed to a change
in the identity of the digital m/z settings included in the recorded
average.

Fig. 4. Fits of sequential Gaussians can account for spillover with non-baseli
flight mass spectra to a series of Gaussian peaks to reproduce accurate isotope
the anticipated M1/M0 and M2/M0 ratios are 70 and 30, respectively. Typica
Gaussians. Simulations were repeated five times to generate the standard erro
precision of the measurement. The simulation demonstrates that the method d
using maximum peak intensity or summation of data points) introduce inaccu
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Determination of isotope ratios by curve fitting data from

scan acquisitions

Next we show that the potential for significant inaccura-
cies in the measurement of isotope ratios by SIM data
acquisitions can be overcome by acquiring data in scan
mode and integrating the area of the entire m/z peak. By
acquiring data for the entire peak, as opposed to a small
portion of the peak, the differential contributions of indi-
vidual corresponding data points between the isotopic
peaks become insignificant as shown in the simulation of
Fig. 2. However, multiple possibilities for integrating the
scan data exist with each possessing idiosyncratic strengths
and weaknesses.

One common integration strategy is to sum each indi-
vidual point comprising the peak over a range of 1.00/z,
where z is the charge of the analyzed ion. This strategy
includes the greatest number of data points for the analysis
of the peak intensity. The major analytical difficulty with
this approach is accounting for peak overlap, i.e., when
adjacent peaks are not baseline separated. Signal overlap
can contribute to both inaccuracies and imprecision in
measured isotope ratios. With QMS, signal overlap occurs
even below 500 m/z as shown in Fig. 1. Modern MALDI-
TOF and quadrupole-TOF instruments have much higher
mass resolutions, but even with these instruments peak
ne-resolved peaks. The ability of the proposed protocol of fitting time-of-
ratios as a function of signal/noise and data density is shown. In all cases

l simulations for six cases are shown along with the fits of the individual
rs. As expected increasing S/N and numbers of data points increase the

oes not introduce a systematic inaccuracy. Other methods of analysis (e.g.,
racies and decrease precision when there is substantial peak overlap.
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overlap can become a problem at higher m/z or with mul-
tiply charged ions.

A second strategy which reduces the potential for signif-
icant signal overlap is to sum the data points corresponding
to only the upper half of each individual peak [26]. This
strategy is a compromise that increases the number of data
points contributing to the measured peak intensity relative
to SIM measurements which reduces the potential of inac-
curacy introduced from mass granularity but limits the
peak width analyzed to minimize signal overlaps. This pro-
tocol has inherent technical difficulties, however, in deter-
mining what constitutes the ‘‘upper half’’ which may lead
to inaccuracies also.

We advocate fitting the scan data to an equation that
describes a series of peaks separated by 1.000 m/z with
identical peak shapes utilizing all of the scan data points
acquired across the IIC, an approach adapted from
NMR peak integration [27]. This method minimizes the
contributions to uncertainty in the measured isotope ratio
by mass granularity and peak overlap. An example is
shown in Fig. 4 where simulated IDs with overlapping
Gaussian peaks and added random errors are analyzed.
The simulations show that with 60 data points/m/z and a
signal/noise ratio of 25 that random noise will introduce
an error of <0.5%. Analysis of these IDs also demonstrates
that inaccuracies are introduced due to peak overlap by
determining the area of the peaks by simple summation
or by utilizing only the upper half of the peaks (data not
shown).

The functional form used to define the peak shape is
both instrument and tuning dependent, while the parame-
ters of the functional form will be depend on both the tun-
ing and the mass range of the ID to be analyzed. For QMS,
Table 3
Comparison of M2/M0 determined with different SIM and profile methods

SIM Center 32X.04 32X.04 32X.04 32X.08 32X.08
Method SIM SIM Overlap SIM Peak Overlap SIM SIM Overla

Sample 1

Trial #1 N/D N/D N/D 1.045 1.031
Trial #2 N/D N/D N/D 1.048 1.033
Trial #3 N/D N/D N/D 1.051 1.038
Avg N/D N/D N/D 1.048 1.034
Std. Dev. N/D N/D N/D 0.003 0.003

Sample 2

Trial #1 1.022 1.019 1.019 1.047 1.035
Trial #2 1.015 1.015 1.015 1.043 1.028
Trial #3 1.032 1.029 1.029 N/D N/D
Avg 1.023 1.021 1.021 1.045 1.032
Std. Dev. 0.009 0.007 0.007 0.002 0.005

SIM Center 32X.04 32X.04 32X.04 32X.08 32X.08
Method SIM SIM Common SIM Max SIM SIM Overla

Sample 3

Trial #1 1.023 1.020 1.020 1.048 1.033
Trial #2 1.029 1.028 1.028 1.043 1.027
Trial #3 1.017 1.017 1.017 N/D N/D
Avg 1.023 1.022 1.022 1.045 1.030
Std. Dev. 0.006 0.006 0.006 0.004 0.004
Fig. 1 depicts the data and curve fit for the mass spectrum
of [18O]TMP to an equation describing the sum of five
peaks. The functional form of the peak shape given in
Eq. (1) was determined from the analysis of unlabeled
TMP. Various functional forms were tried and the final
form chosen provided both best fit of the profile scan mass
spectrum and accurate natural-abundance values for
M1/M0 and M2/M0. The fit to the equation yielded an R2

of 0.9990. The fits for three analyses for each of three
different TMP samples ranged from 0.9987 to 0.9991.

Comparison of the precision and accuracy of the SIM and

Scan methods

To address the relative accuracy and precision of the iso-
tope ratios determined by SIM and Scan analyses, several
methods utilizing both SIM and Scan acquisition modes
were used to calculate the isotope ratios for two separate
18O-enriched TMP samples. Three separate SIM methods
were utilized. The standard ‘‘SIM’’ method included data
from the entire SIM m/z range. The ‘‘Common’’ method
included only the data from the m/z ranges common to
both peaks. The ‘‘SIM Max’’ method included only data
that corresponded to the maximal ion intensity for each
peak. These methods were applied to data acquired from
SIM tables centered at both 32X.04 and 32X.08, where X
can be either 1 or 3.

Four methods for determining peak intensity were
applied to data acquired in the profile mode. The ‘‘Equa-
tion Fit’’ method fits the scan data to an equation describ-
ing a sum of five peaks as described above. The ‘‘Peak’’
method includes only the data point corresponding to the
maximal intensity of each peak. The ‘‘1

2
Sum’’ method sums
32X.08
p SIM Peak Overlap Scan Eq. Fit Scan Peak Scan 1

2Sum Scan FSum

1.028 1.053 1.044 1.051 1.057
1.027 1.042 1.017 1.041 1.049
1.035 1.048 1.030 1.047 1.054
1.030 1.048 1.030 1.046 1.053
0.004 0.006 0.013 0.005 0.004

1.033 1.047 1.035 1.046 1.052
1.026 1.041 1.018 1.041 1.048
N/D 1.067 1.040 1.066 1.071
1.030 1.052 1.031 1.051 1.057
0.005 0.014 0.012 0.013 0.013

32X.08
p SIM Peak Overlap Scan Eq. Fit Scan Peak Scan 1

2Sum Scan FSum

1.031 1.040 1.017 1.039 1.046
1.026 1.044 1.041 1.043 1.048
N/D 1.038 1.019 1.037 1.046
1.029 1.041 1.026 1.040 1.046
0.004 0.003 0.013 0.003 0.001



Table 4
Natural-abundance measurements for TMP and pGp using the Equation
Fit profile method

Predicted n Average Standard
deviation (SD)

Relative
SD

TMP

M1/M0 0.120 18 0.119 0.001 0.009

pGp

M1/M0 0.133 40 0.133 0.004 0.034
M2/M0 0.030 20 0.029 0.001 0.021
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all data points corresponding to the upper half of each
peak. The ‘‘FSum’’ method sums all the data points for
each peak within 0.5 m/z from the peak center. The results
of calculating the ratio of peak intensities at m/z = 321 and
323 for each of the three [18O]TMP samples are summa-
rized in Table 3.

Precision is often more critical than accuracy for isotope
ratio measurements. For example, in studies examining iso-
tope ratios in several samples of the same molecule, identi-
cal m/z channels will be used for the analysis of all samples.
Thus, errors in accuracy will remain constant throughout
the study and cancel out in the final analysis. In such cases,
precision and not accuracy will limit the utility of the
instrument. SIM analysis, because it maximizes analysis
time on the m/z values of maximal signal, is generally con-
sidered to provide the best precision. However, recognizing
that temperature and other factors can result in drift of the
mass calibration, these measurements should not be deter-
mined on separate days, when the mass axis calibration
could vary by 0.02 m/z.

The precision achieved using the Equation Fit method
of analyzing data acquired in profile mode compares favor-
ably with the precision of the SIM methods. The standard
deviation of the SIM methods for ratios near 1 ranged
from 0.002 to 0.009 with a median value of 0.005 and a
mode of 0.004. The standard deviations for the Equation
Fit analysis of samples 1 and 3 are 0.003 and 0.006, respec-
tively. This level of precision is comparable to that of the
SIM analyses. The standard deviation for sample 2
(0.014) is substantially larger. However, this large value
appears to result from an outlier point in the third trial,
as evidenced by its abnormally large ratio for all three scan
methods. Overall, precision comparable to that of SIM
analysis appears readily attainable using the Equation Fit
method. The worst precision was observed for ratios calcu-
lated using the Peak method. This observation is not sur-
prising considering that the peak intensities come from a
single data point acquired in profile mode. Precisions for
the two sum methods were slightly better than that of the
Equation Fit method, demonstrating that the data
acquired in profile mode by the TSQ display had outstand-
ing reproducibility overall. However, these sum methods
would require a correction for peak overlap to maximize
accuracy.

Unfortunately, no absolute standard of comparison
exists to assess the accuracy of the various methods for iso-
tope ratios near 1. The M2/M0 ratio calculated from the
Equation Fit analysis was used as the standard for compar-
ison for the other methods for two reasons. First, it mini-
mizes two known sources of inaccuracy, mass granularity
and peak overlap. Second, the method produces ratios
for the intensity of m/z = 322 and 321 (M1/M0) in excellent
agreement with the values expected due to the natural
abundance of 2H, 13C, 15N, and 17O (Table 4). Thus, the
method does not appear to introduce a new source of inac-
curacy. The SIM methods using the 32X.08 SIM table and
the 1

2
Sum profile method most closely approximated the
Equation Fit values. The potential inaccuracy of the SIM
methods is demonstrated again by noting the difference in
the results using 32X.04 and 32X.08 SIM tables. The close
correspondence of the 1

2
Sum method is not surprising as it

holds the same advantages as the Equation Fit method but
to a somewhat lesser extent. Although the 1

2
Sum method

does not utilize all of the data points from profile acquisi-
tions, it does utilize at least six data points for each peak.
This number of data points appears to be sufficient to min-
imize sources of error from mass granularity. Additionally,
because it excludes points at the peak edges, the 1

2
Sum

method also minimizes error introduced from signal over-
lap which is detectable in the FSum analysis. The errors
introduced by peak overlap will increase with both higher
molecular masses and lower resolution.

Isotope ratio measurements by quadrupole instruments
are usually most accurate when they are near unity [17]. This
generalization results from the equal contribution of errors
in background corrections to the intensity of each peak.
For ratios far from unity, such contributions affect the less
intense peak to a greater extent than the more intense peak,
introducing artifacts into the measured ratios. However,
measurement of such nonunity ratios is very useful for sev-
eral applications such as nutritional trace labeling studies
[28–30]. Additionally, measuring the predicted M1/M0 value
represents an important internal control for judging the
accuracy of an ESI–QMS quantitation method.

Samples of 18O-enriched pGp allow these analyses to be
made on a second molecule to test the general applicability
of this technique. For pGp, M1/M0 is measured from the
peaks at m/z = 443 and 442. The results are presented in
Table 4. In all cases, the average measured values are in very
close agreement with the predicted values, coming within
0.001 for a relative standard deviation of 0.021. Addition-
ally, the precision of the measurements is satisfactory, with
the standard deviation ranging from 0.001 to 0.004. Inter-
estingly, the measured values for the M2/M0 relative inten-
sity displayed the same absolute accuracy and precision as
the M1/M0 ratios despite being only one-fourth the magni-
tude. This result suggests that the method can detect small
levels of enrichment, even for very low natural abundance
levels. The ability to detect such low enrichment may be
extremely valuable for measuring the incorporation of iso-
topically enriched amino acids into proteins [31–33].

Overall, the results presented in Table 4 compare favor-
ably with similar work for derivatized amino acids [34–36].



Fig. 5. Tandem mass spectrum of the protonated uracil product ion
derived from 3 0-UM[18O1]Puridine with the experimental isotopologue ion
cluster fit to a series of five Gaussian peaks.

Fig. 6. Graph of X18/X16 observed as calculated by a nonlinear least
squares fit to Eq. (6) (solid squares) versus the value calculated based on
mass balance.
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These studies used ESI with either ion trap or QMS and
fast atom bombardment ionization-QMS. The best results
reported from these studies utilized ESI–QMS with separa-
tion of derivatized forms of the amino acids arginine and
citrulline by HPLC occurring separately from the mass
spectrometric analysis [34]. The results presented here indi-
cate that a similar method involving offline HPLC purifica-
tion combined with ESI–QMS analysis also yields
extremely accurate and precise natural abundance for
nucleotides.

Application to time-of-flight mass analyzers and tandem

mass spectrometry

Acquiring QMS data in scan mode obviates the inaccu-
racies potentially introduced by SIM data acquisition.
Time-of-flight mass analyzers inherently acquire data in
scan mode where Gaussian peaks shapes are routinely
obtained [37]. Time-of-flight mass analyzers have been
adopted to ICP isotope ratio measurements [38,39] where
the performance of quadrupole SIM and time-of-flight
data acquisition have been compared [40]. Mass bias attrib-
utable to mass-dependent detection efficiencies can affect
the accuracy of the measurements in time-of- flight instru-
ments; however, these effects can be minimized [41,42].

Tandem mass spectrometry has been applied previously
to the analysis of IDs [43,44]; however, these efforts were
directed to characterizing positional isotopomers by frag-
menting a single peak from the ID of the parent ion. There
are three significant advantages to employing tandem mass
spectrometry to the determination of isotope ratios from
IDs. First, the potential for contamination is dramatically
decreased; second, the background noise is reduced to near
zero, enhancing the signal/noise and reducing the errors
contributed by background subtraction; and third, the
reduction in mass both reduces the contribution of natu-
ral-abundance isotopes and enhances the resolution of
the peaks in the ID as shown in Fig. 5.

The determination of isotope ratios by tandem mass
spectrometry faces four prominent objections. First, the
fragmentation procedure should not induce a scrambling
of the isotopic label. For the 18O nucleotides this is not
anticipated to be a problem, although it is a major consid-
eration for identifying 2H present in solvent-exchangeable
positions [45]. Second, isotope effects on fragmentation
can alter the measured isotopic composition in the product
ion from that present in the precursor ion [46]. This will be
a more significant problem with 2H and when the isotopi-
cally labeled site results in a primary isotope effect on the
major fragmentation pathway. In the nucleotide studies
described, the remote 18O kinetic isotope effects on frag-
mentation are anticipated to be significantly smaller than
the experimental accuracy of the measurements. Third, iso-
topic fractionation can occur if the entire IIC of precursor
ions is not passed through the first mass analyzer and
collision chamber. This can be checked by obtaining the
time-of-flight mass spectrum of the precursor cluster as a
function of isolation width while using a minimal fragmen-
tation energy. When increasing the isolation width results
in no further change in the relative intensities of the peaks
in the IIC, the accuracy of the isotope ratios can be tested
by comparison to the predicted natural-abundance spec-
trum. In the accompanying paper the accuracy for peptide
fragmentation is documented. Fourth, instrumental mass
bias resulting from mass-dependent detection efficiencies
can affect the accuracy of the measurements.

The ID obtained for the ribosyl-3-phosphate[+1] ion by
fragmentation of the protonated IIC of 3 0-UM[18O1]P is
shown in Fig. 5. The nonlinear least squares fit of the ID
to five sequential Gaussians separated by 1.00 m/z with
identical peak widths is shown. No attempts were made
to use only the top half as Gaussian peaks can be
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integrated across the entire peak with minimal loss of pre-
cision [47]. The peak areas obtained for each Gaussian
were fit to Eq. (5) with the mol fraction ratio (X18/X16),
the only adjustable parameter in Excel using ‘‘18O KIE
calc from ID.xls’’ included as Supplementary Material.
The mol fraction ratio was varied systematically by sequen-
tial additions of 3 0-UM[18O1]P which increases X18/X16 of
the analyzed solution. The result of these analyses is shown
in Fig. 6. The linearity of the data and the standard devia-
tions of the replicates indicate that the precision of the iso-
tope ratios obtained from the product ion should be
sufficient to permit heavy atom isotope effects to be deter-
mined on nucleotides. Similar results were obtained for the
protonated base product ion when [1-18O]uridine was ana-
lyzed (data not shown). The procedures described to obtain
and analyze IDs by tandem MS for nucleotides (and pep-
tides [22]) will permit heavy atom isotope effect studies to
be conducted on these biomacromolecular substrates.
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